Department of Statistics

University of Pune

Syllabusfor Ph. D. Cour ses

Paper |: Research Methodology in Statistics

5 credits course: distribution of credits out ofi8@iven in brackets against each topic.

1. Importance of research methodology in statistieaéarch: Motivation, objectives and purpose of
research. Data collection, information extractiod &nowledge discovery as statistical
methodology. (2)

2. Types of statistical research: empirical, field exments, laboratory experiments, and secondary
sources of data. Exploratory and confirmatory redea&lanned and ad-hoc methods of data
collection. Non-response and methods of recovehagnissing response. (8)

3. Sampling of non-standard populations: Samplinggieswhen the population is contiguous or non-
stationary or when sampling units are not distiegable, are not enumerated, are affected by the

process of making observation or are evasive. (20)

4. Response surface methodology: Factorial experimeititscentral and axial points. Optimization of
factor levels to maximize the response. (20)

5. Resampling techniques: Bootstrap and Jackknifetstrag variance estimation, bootstrap
confidence intervals and testing. (5)

6. Simulation methods: Monte Carlo methods, techniqadgndle missing data, EM-algorithm,
imputation methods. (5)

7. Use of computers in statistical research: Statispackages like SAS, SYSTAT, MINITAB and
other packages like MATLAB, GAUSS, Mathematica, adidple. R statistical computing
environment. (10)
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Grading will be based on the following methodstiggration in class discussions, seminars, reviews,
assignments and tests.



Paper 11: Advanced methods for statistical research (Probability and I nference)

5 credit course: distribution of credits out ofiS@iven in brackets against each topic.
1. Probability theory: Independence, Borel-Cantellirirea, Kolmogorov’s zero-one law, strong law of

large numbers, conditional probability and conditibexpectation, martingales. (13)
2. Bayesian approach: Inference, Bayesian computdtiompirical Bayes Inference. (20)
3. Large sample techniques: types of convergencejstensy, Lindeberg-Feller theorem, asymptotic
normality, rates of convergence, delta method. (20)
4. Nonparametric curve estimation: Histogram and Kledeeasity estimators, nonparametric
regression. (7
5. Advanced inference: UMPU, locally most powerful andariant tests, simultaneous inference,
FDR. (20)
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Grading will be based on the following methodstiggration in class discussions, seminars, reviews,

assignments and tests.



Paper 111: Reading paper.
5 credit course.
This paper will be assigned by the research guégelding on, but not covering, the research topic.

Grading of this course will be by the researcldguand one examiner appointed by the departmental
research committee.

One credit will be reserved for publishing resbgsaper(s) in refereed journal(s).

Due credit will be given for participation in Natial or International Conferences, Seminars,
Workshops, etc. (2 out of 50 for every conferesesninar, workshop, etc.)



